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Switching-based Adaptive Output Regulation for Uncertain Systems
Affected by a Periodic Disturbance

Guangi He, Yang Wang, Gilberto Pin, Andrea Serrani and Thomas Parisini

Abstract— Disturbance rejection for uncertain systems is
a longstanding problem of both theoretical and practical
importance. In this paper, a novel switching-based Adaptive
Feedforward Controller (AFC) is proposed to remove a priori
information on the sign of the plant transfer function at the
frequency of interest (the so-called SPR-like condition), which
is an undesirable but inevitable requirement for the existing
AFC approaches. A distinctive feature of the work presented
herein is the improvement of the transient behaviour by virtue
of the adoption of a new switching mechanism based on an
unnormalized adaptation law. Furthermore, the dimension of
the overall controller is kept relatively low regardless of the
number of candidate controllers. Boundedness of the trajec-
tory of the closed-loop system and asymptotic zeroing of the
output are rigorously proved. The effectiveness of the proposed
technique is illustrated by numerical examples.

I. INTRODUCTION

The problem of rejecting periodic disturbance has long
been of special interest in control community, due to its
commonly appearance in practical applications [1]-[5]. From
a methodological perspective, the periodic disturbance can-
cellation problem can either be cast in the general framework
of the output regulation problem [6], [7] or tackled by means
of Adaptive Feedforward Cancellation (AFC) techniques [8],
[9], for which a large body of literature exists. In the presence
of plant model uncertainties, the majority of works in the
realm of AFC assumes that the sign of the transfer function
of the plant is known a priori and persists over the range
of frequencies of interest [10]-[12]. Such hypothesis has
been termed as an SPR-like condition in the literature [13].
Under the SPR-like condition, AFC-based solutions have
been extended to handle the case of unknown frequency
of the disturbance [14], [15], as well as to discrete-time
systems [16], [17] and nonlinear systems [18]. However, if
the crucial information on the frequency response of the plant
is absent, conventional AFC strategies like the ones listed
above cannot be implemented.

A few works have attempted to remove SPR-like condi-
tions via on-line estimation of the missing information within
the AFC framework [19], [20]. However, issues related to
asymptotic stability and the problem of non-singularity of the
control law were not fully addressed. An alternative approach
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known as Adaptive Harmonic Steady-state Control (AHSC)
was developed in [19], [21], which assume that the plant
model is in steady-state and neglect the dynamic interaction
between the plant dynamics and the particular AFC algorithm
employed. Under the assumption that frequency of distur-
bance is known, recent works [13] [22] have proposed a
multiple-model adaptive control scheme and a state-norm-
estimator-based switching strategy, respectively, that indeed
remove the necessity of SPR-like conditions. However, these
approaches suffer from the explosion of controller dimension
or possibly unsatisfactory transient performance.

To address the aforementioned shortcomings of existing
AFC methods, this note proposes a novel switching-based
strategy to circumvent the need for SPR-like conditions
when the frequency of excitation is known. The main idea
is inspired by the observation made in [13] that L, sta-
bility can be achieved without exact convergence of the
controller parameters to their true values. We employ the
certainty-equivalence controllers proposed in [13] as our
base-line candidate controllers and introduce a switching
mechanism to identify an ’optimal’ controller among a
family of candidate controllers, in analogy with the logic-
based switching mechanism of [23]-[25]. However, using the
classic approach to multiple-model adaptive control based on
a bank of parallel observers would dramatically increase the
complexity of algorithm even for a single-tone disturbance,
let alone a multi-harmonic one. This motivates the main
contribution of this work, which lies in the construction of a
new switching mechanism characterized by the fact that the
switching signal is generated by one second-order adaptive
systems. In this way, regardless of the size of the family of
candidate controllers, the dimension of the controller remains
the same, which is significant and crucial for the further
extension to the case of multiple frequencies. Furthermore,
we remove the normalization in adaptive law, which speeds-
up the identification of the stabilizing controller and the
convergence rate of the regulated output. Global stability and
convergence are rigorously proved and effectiveness of the
algorithm are shown in simulation study.

This paper is organized as follows: Standing assumptions
and the formulation of the problem are given in Section II.
The design of the candidate controllers and related proofs
are presented in Section III. In Section IV, we propose the
novel supervisory system with monitor signal and hysteresis
switching logic, and prove the convergence of the output. In
Section V, we provide illustrative examples to validate the
effectiveness of the scheme we proposed scheme.
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II. PROBLEM FORMULATION

Similar to [13], we consider a linear time-invariant single-
input single-output (SISO) system described by

#(t) = A(p)a(t) + B(w)u(t) — d(t)], x(0) =0 € R"
y(t) = Cp)x(t) (1)

where € R", u € R, y € R and d € R represent the
state, the input and the output of the plant, and the external
disturbance, respectively.

Our target is to design the control u(¢) that eliminates
the effect of the disturbance d(t) on y(t), under the least
information on the plant model (1). More precisely, no in-
formation on the structure of A(u), B(u), C(p) is required,
apart from the assumption of robust stability given below, and
the fact that the plant parameter vector p» € RP ranges on a
given known compact set, P C RP. System (1) is assumed
to be internally stable, robustly with respect to . € P, which
is formally stated as follows:

Assumption 11.1. There exist constants ai, as,as > 0 such
that the parameterized family P, (u) : RP — R™*" of solu-
tions of the Lyapunov equation P, () A(p)+AT (1) Py () =
—I satisfies a1 < P.(u) < aol,||P.(p)]] < as for all
nwePp.

The disturbance d(t) is taken as a sinusoidal signal d(t) =
1 cos(w*t + ¢) with known frequency w* > 0 and unknown
amplitude and phase ) > 0, ¢ € (—m,x]. The disturbance
is generated by the following exosystem

W= Sw, w(0)=w, € R
d=Tw 2

0 w”

where S = (_ x O) ,I'’ = (1 0), and the uncertainty

w

associated with v and ¢ is mapped to the unknown wy € R2.
The problem to be solved is stated as follows:
Problem 11.1. Let Assumption II.1 hold for the uncertain
plant model (1) affected by a sinusoidal disturbance gen-
erated by the exosystem (2). Design a dynamic feedback
controller

Cc = @c((ca y)7 CC(O) = Cc7O eR™
u=he(Ce,y) 3)
such that the trajectory of the closed-loop system originating
from arbitrary initial conditions zog € R", wy € R2,
Ce,0 € R™ are bounded and the output of the plant satisfies
limy o0 y(t) =0.
Let the parameter vector § € R? be defined as

07 (1) = Re{W (jw*)} —Im{W(jw")})

where W(s) = C(u)(sI — A(u))~*B(u) denotes the
transfer function of system (1). Assuming that ¢ is known,
following [13], Problem II.1 can be solved by the intercon-
nection of the external model of the disturbance

W= S+ Gug, W(0) = 1wy € R?
u=TIw “)

Candidate Controller !
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G
Certainty- . .
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Fig. 1. Block diagram of the proposed switching-based AFC.

with the observer

Co=[S—e00T]é — aGIIC, — 1), C(0) € R?
Ug = —0 " Co(t) (5)

provided that the controller gains a« > 0, ¢ > 0 are
selected to be small enough. Knowledge of 6 (or the sign
of its components) over the range of frequency of interest
constitutes a so-called SPR-like condition. Here, the SPR-like
condition is replaced by the following weaker requirement,
which is much easier to verify in practice:

Assumption 11.2. The unknown parameter vector 6(u) satis-
fies O(p) € int O for all u € P, where the compact set ©
is defined as © = {6 € R?|67 < 67 + 603 < 63} for given
numbers 0 < §; < ds.

Remark 11.1. Assumption IL.2 is not conservative, as d; and
02 can be selected arbitrarily.

Barring further information on 6, the approach of [13]
consists in replacing 6 in the observer (5) with a suitable
estimate 6. The main difficulty resides in the selection of the
update law for §, which, due to the fact that the parameter
set @ is not convex, requires a cumbersome multi-model
estimator. Note that the lower bound d; in Assumption 1.2
addresses the issue of non-singularity of the control law,
which requires bounding 6 away from the origin.

In this paper, we continue the quest for relaxing the
SPR-like condition by proposing a novel switching adaptive
mechanism for the update law of 0. As shown in Fig. 1,
the proposed switching control scheme follows the general
framework of [26] and mainly consists of two parts. The
first one is a family of candidate controllers {C'}, which
is designed such that, for any plant model belonging to a
family parameterized by the parameter p € P, there exists at
least one ‘optimal’ controller that is capable of stabilizing the
closed-loop systems and solving Problem II.1. The selection
of such controller will be accomplished by the second part, a
high-level supervisor S, which again comprises two subsys-
tems: a monitoring signal that determines which candidate
controller should be activated, and a switching logic which
is responsible for deciding when to switch.
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III. DESIGN OF CANDIDATE CONTROLLERS

In this section, we illustrate the design of the family of
the candidate controllers and rigorously prove the existence
of the ‘optimal’ controller to reject the disturbance.

To proceed, we first rewrite the interconnection of the
plant (1), the exosystem (2) and AFC controller (4) as follows

z2=A(p)z — I ()Guq, 2(0)=2z €R"

¢ =S¢+ Gug, ¢(0) =G € R?

y=Clu)z+07 (n)¢ (©)
in which we have used the coordinate change z = x —

()¢, ¢ := w — w, where II(u) is the unique solution of
the Sylvester equation I7(p)S = A(u)IT(p) + B(p)I'. The
new parameter vector ¥(u) = (61 —02) is a reparame-
terization of 6, which also verifies Assumption I1.2.

A more convenient representation of the external model of
the disturbance in (6) is obtained making use of the change
of coordinate ¢, = M, 1(,where

1 Y =
P \o2 01 )
In the new coordinates (z, {,) the interconnection of the plant
and the external model reads as
i = A(p)z — I (p)Guq
o= 8¢+ 0ua,  ((0) = Gop € R?
y=C(uwz+TI¢ (7
For system (7), Problem II.1 is recast as follows:

Problem 1II.1. Let Assumption II.1 and IL.2 hold. Find a
stabilizing control law w, such that the trajectories of the
closed-loop system (7) originating from any initial conditions
20 €R™, (o0 € R? are bounded and the output of the plant
satisfies

M, =

tlggo y(t) =0.

In this work, we adopt a similar form forA u, as in [13], but
instead of using a time-varying estimate 6(t), we introduce
N € N candidate controllers {C'} as follows

ul (1) = —eb] Co(t),

where f; € © is a constant estimate of 0 satisfying 0; #* éj
for ¢ # j. The signal (,(t) is generated by the observer

ieT:={1,2,---,N} (8

(o = SC, + Opua(t) — aG[I'E, — 1),
where o € 7 denotes the index' of the candidate controller
that is currently active. Then, the control signal wu, is
naturally chosen as

((0) eR?(9)

walt) = ug (t)

Remark 1I1.1. A remarkable feature of the candidate con-
troller (8) is that the dynamic of the observer (9) is shared
among all candidate controllers. Therefore, the complexity

(10)

I'The selection of the candidate controller is determined by the supervisory
system, which will be specified in Section IV.

of the algorithm does not grow with the number N of
controllers {C*}.

The next result is instrumental to determine the require-
ments for the design of the candidate controllers, in terms
of the selection of the estimates 0}, i € Z, that ensures the
existence of at least one candidate controller that is able to
solve Problem III.1.

Proposition 1II.1. Let Assumption II.1 and II.2 hold. Fix
o € 7. Then, there exist constants ¢* > 0, o* > 0 and
0* > 0, all independent on the controller gains, such that for
any € € (0,¢*) and any « € (0, ™) the fixed controller (9)-
(10) solves Problem III.1 if

10, — 0]| < ed* =: 6 (11)

Proof. We prove this Lemma by showing that, if the inequal-
ity (11) is verified for the active controller, the closed-loop
system is asymptotically stable. Substituting the control law
(10) into the observer (9), one obtains

(o= |S —eb,(1)8) (1) & — G, —y)  (12)
Next, define the observation error fo = 60 — (, whose
dynamics read as
CLO = Fly + Optiq + aGC 1)z
j=1IC—0(p)z (13)

where § =y — I'C,, 0, = 0, — 0 and F, = S — aGT.
Note that I, is Hurwitz for all o > 0, since its characteristic
polynomial p(s) = s? + as+ (w*)?2. To proceed further with
the analysis, we follow a similar procedure as in [13] by
expressing §(t) as §(t) = §1(t) + §2(t), where the signals

)
ht)=r / eFe =10 () ug (7)dr

0 T
alt) = oF [ MG e(r)r — C=(0)

admit LTI realizations

& = F]& + Gug,
£ =Fl & +aG0(n)z,

h=0l¢
Go = I'Ey — C(p)z

respectively. This yields the following non-minimal realiza-
tion for the closed-loop system (7), (9) and (13)

(14)
5)

o = Fely —aG(0) & + T — O(p)2)
& =F & -eG0J(,

€y = F[ & +aGO(p)2

¢ = A(p)z + el (1)G6, (,

y="IC —01¢ — ¢ +C(p)z (16)

where F, = § — 5égé; is Hurwitz for all positive € and
non-zero 6,. For the closed-loop system (16), consider the
following Lyapunov candidate function

Va(t) = Vo(t) + aVa(t) + Va(t)
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where
Vo=C PGy, Vi =& Poby, Vo = a2 Poz + & Pols

with a > 0 a constant to be determined, and P;, P, and P,
are positive definite matrices that satisfy the properties listed
in Assumption II.1, and Property III.1, Property II1.2 below:

Property 1I1.1. There exists a scalar k1 > 0, ar}d constants
¢§ > ¢§ > ¢§ > 0 such that the solution P. : (g,6,) — R?*2
of the parameterized family of Lyapunov equations

P.F.+F'P. = —¢0)0,1

satisfies 51 < P. < ¢51 and ||P.|| < ¢ for all (¢,0,) €
(0, k1] x ©. Note that c§ can be determined independently
of € € (0, k‘ﬂ

Property 1I1.2. There exists a scalar ko > 0, and constants
c§ > ¢ > cf > 0 such that the solution P, : o — R?*? of
the parameterized family of Lyapunov equations

P,F,+FP,=—al
satisfies ¢ < P, < ¢§1 and || P, || < ¢§ for all a € (0, k2.
Note that ¢ can be determined independently of a € (0, k3.

The proofs of these two properties are omitted here due
to space limitation of space, and can be found in [13].
Evaluation of the derivative of 1} along the trajectory of
system (16) yields

Vo = —sHé I1Goll? = 24, P-aG(8) & + I'é —

2
e
where Young’s inequality has been applied to the cross terms,
the symbol p(.y = max,ecp ||(-)()| denotes the maximum
value of the norm of the corresponding p-dependent matrix.
Similarly, the Lie derivatives of V; and V5 read as

Vi = —al&? — 26 PacGO, ¢,
o
§||§1||2 +
Vo = —a||zH2 + 2azTPIEUG9A(,CfO — oz||§2H2—|—2§2TPaaGCz
(e a *
< —20(c§)* P22 — §||§2||2 + 160’ p365[1Coll?,  (18)

Cp)z)
(167 &1 1P+ l&2l*+p21121%) 17)

252 Ca 252 .
(73)2”(0“27
[0

where a has been set to a = 8a(c§)?p? and p3 =

a3(03)2,0§,0§7 Combining (17) and (18) one obtains

2(c3)25% mas?p%a%) 1EI?

- (% - 200 ) el (-2 feal?
- <2a<c?>2p3 - 6“(5”> el

(19)
After tedious calculation, one obtains that the selection

. 52
= 2
L v B
. a0y o m
@ _mm{ 37 12} T 12 @

where
(c§)26% 5

T T @)e

is such that, for any fixed ¢ € (0, e*), if the observer gain sat-
isfies @ € (0, *¢) and the candidate controller satisfies (11),
then V (t) < —p*V (t) for some positive constant p*, which
implies exponential stability of the closed-loop system. [

With the result of Proposition III.1 in mind, once £ €
(0,&*) has been fixed, the family of candidate controllers
shall be built to ensure that there exists a non-empty subset
J C T such that H@A] — 0| <ed* forall j €J.

IV. DESIGN OF SUPERVISORY SYSTEM

Following the results of the previous section, the issue is
how to select the ‘optimal’ candidate controller that is capa-
ble of solving Problem III.1. This goal will be accomplished
by a high-level supervisor system S that comprises a novel
monitoring signal generator and a hysteresis switching logic.

A. Monitoring Signals T;

Let m;(-) denote the signal that serves as the perfor-
mance index of the corresponding candidate controller, C;.
Differently from the majority of switching-based methods
[26]-[28], here we use the distance between a time-varying
estimate of the unknown parameter #, denoted as 7(t), and
the constant parameter 6, adopted by the candidate controller,
namely .

mi(t) = n(t) — 6i]l, i€
as the monitoring signals. The logic behind this choice is
quite straightforward, as 7(t) approaches a neighborhood of
0, the candidate controller with the smallest 7;(¢) is likely to
be the ‘optimal’ one. A remarkable feature of the proposed
monitoring signal is that, given 7(¢), the calculation of m;
requires no extra dynamics, hence, the complexity of the
algorithm is not influenced by the size of the family of
candidate controllers.

The output equation of system (16), prompts the following
selection of the update law for the estimate 7(t)

() = =& (TG —y — 0, &), 1(0) = b,
= —7&((05 — 0,) &1 + & — C(p)2)
= —7€1(iig &1+ T — C(n)z) =: ¢ (22)

where > 0 is a tuning gain, 0, (t) = ég(t) —n(t), ne(t) =
n(t) —0 and o € T denotes the index of candidate controller
that is currently activated. Note that we have replaced &;
with the estimate él provided by the open loop observer

élZFaTél""Guaa

Since F.| is Hurwitz, one can easily conclude that 51
converges to £; exponentially fast.

Let the time sequence {tx},k = 0,1,2,--- denotes the
time instants at which switching occurs, and assume without
loss of generality that £y = 0. The next result illustrates that,
between any two switching, if 0, is sufficiently close to 7(t),
then the active controller would solve Problem III.1.

&1(0) =0€eR? (23)
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Proposition 1V.1. Let [ty,tr4+1) be the interval of time
between two consecutive switches. Consider the closed-loop
system (16) along with the adaptive law (22). If the gains
e, are sufficiently small and, for all ¢ € [ty, tg+1),

100y —n(t)]| < (24)

where ji > 0 is a constant given in (27) below, then the
active controller uZ(t) solves Problem III.1 for ¢j41 = +o0.

Remark IV.1. The proposition implies that, if the gains are
suitably chosen and condition (24) holds, then the active
controller is an ‘optimal’ one in the given interval.

Proof. Consider the Lyapunov candldate function Vg = V,+
2

bV, where b = % and V;, = 27 fig Tlo- Then, with the

aid of the update law (22), one obtains

Vi, = —1ig &alitg &1 + I'és — C(p)2]

1
< =5 le &l + N&all® + p2ll2)1? (25)

where Young’s inequality has been use to handle the cross
terms. Combining the derivative of V,, and V;,, and applying
Young’s inequality again, one obtains an inequality similar
to (19) as follows:

. 52 F
o <= (5 - 22020 - 16003 ) 161

- (% -0, tee - (PEE) i
- (-5 2 e

0% 6%
o 8a2(c5)®  4202(c5 2p?
- <2a<c3>2pi SRt B e e
1 1

It is worth noting that the main difference between (19) and
(26) lies in the coefficient of ||€1]|2, where ||f,]| is replaced
with [\, ||. Consequently, negattive semi-definiteness of Vs
can be ensured by the condition (24) and suitable selections
of o, e and i of the form

€ (0,e%), € (0,d'e),
with €* is given by (20) and
;o {Oéo (€3] } ;. 91
o i=ming —, —=*, u':
25° 100 T 16

Referring to (16), it can be readily verified that all signals
of the closed-loop system are uniformly bounded for t &€
[tk tr+1). Moreover, by (26), it follows that j;i’““ y2(T)dr
exists and is finite. Assume tx41 = —+00, then it follows from
Barbalat’s lemma that y(¢) converges to the origin. O

fi € (0,4¢)

27)

B. Switching Logic

From the previous result, one can readily draw the con-
clusion that if the family of the candidate controller is
designed such that the condition (11) is verified with 6 < [
and n(t) € O, ie [In(®)]| < 02, then in view
of Propositions IIl.1 and IV.1, there must be at least one
candidate controller satisfying (24). If there is more than one

For review only.
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Fig. 2. Sketch of the relation of parameter vectors in (31) in the case
of ||n(#)|| < 1. The vector i’ is on the line connecting n with n’ and
satisfes 1" —nl= [n—n'[l. Also, fig +7 = ' — 0 and fig — 7 = " — 6.

stabilizing candidate, to avoid false switching, controllers are
selected via the hysteresis switching logic [26]

o(t)=arg min{m;, 7o) —h} ,je€T—0o(t") (28)
o(t=),J

where h € (0,£) is a positive design parameter that avoids
infinite fast switching.

Remark TV.2. The main difference setting the proposed
switching mechanism apart from classical techniques (see,
for example, [27], [29] is that the supervisory system does
not rely on a group of observers running in parallel to identify
the ‘optimal’ candidate. Therefore, the complexity of the
overall switching control architecture is greatly reduced.

The last but critical step is to confine the estimate 7)(¢) to
the parameter set @. Clearly, this cannot be guaranteed with
the adaptive law (22). Considering the non-convex shape of
the parameter set ©, there are two scenarios that need to be
taken care of separately.

First, the upper norm-bound can be achieved by adding a
standard projection operator [30] at the boundary as follows:

¢ iff|n]| <,

B = or if ||n|| = d2 and ' <0 (29)

(I - %) ¢ otherwise

Referring to [30, Chapter 4.4], it can be easily proved that
the projection modification will retain all the features of the
original update law (22).

For the lower bound §;, the solution is non-trivial. Note
that, since 7(t) is not directly employed in the control signal,
but merely serves as a monitoring signal, it is not essential
to bound it away from the origin (Note that, the family
of candidate controller still needs to be designed to verify
|167|| € ©). However, if 7)(t) enters the inner circle of 6, i.e.,
[In|| < &1, the critical condition (24) in Lemma IV.1 may be
violated, as in view of (27), d; is in general much larger than
1. To solve this problem, we modify the monitoring signal
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as follows
10; — n(t)||

”””:{ 16: -7 O]

where 7/ (t) denotes the projection of 7(t) on {2 along its

radial direction, and {2 is the inner boundary circle of set ©

(see Figure 2).
Defining 9 ,=0; —

rewrite the parameter error 6; as

if ||n][ = 01

VYieZ, (30
otherwise ‘ (30)

', 7 =mn"—nforall i € Z, one can

0; =0, + 1+ 1. 31)
Suppose the family of candidate controller is properly de-
signed; then, for any 7/(¢), one can find a non-empty set
J such that [|§; —7/|| < i, Vj € J. Next, with the aid
of the auxiliary variable n/(t), we prove the boundedness
and convergence properties of closed-loop trajectories when

()] < 61

Proposition TV.2. Suppose ||n(t)|| < &; for the time interval
t € [tg,trs+1). Consider the closed-loop system (16) where
the active controller uJ(t) is selected by the supervisory
system consisting of (28) and (30) along with the adaptive
law (29). All signals remain uniformly bounded and the
truncated Lo-norm of output is finite if the gain parameters
€ and « are chosen sufficiently small and inequality

7o (t) 1= ||9~7‘;,H <[ (32)
is verified with z* > 0 given by (36).

Proof. Given the auxiliary signal 7,
observer (, in (16) can be rewritten as

(o= Fely - C(u)z] (33)

Consider the same candidate Lyapunov function V3 and
compute its derivative along the trajectory of the closed-loop
system to obtain

the dynamics of the

aG[(0y + 7 + 1) & + Téy —

) 52 . .
Vs < = (551 - 222(65)°03 - 16030 ) 16

2 10 2(€)2
- (% - 2 ?) el - (585 haeare

a 10« (03)2 4202(c5)? 9
- (5o 2l g

o 1002(c5)  4202(c5)%p>
- (amter - XA 2R e
1 1

102 £)2
- (P55 wrene - e

(34)

Compared with (19) and (26), we notice that the error signal
in the coefficient of [|£1]|*> now becomes ||67,[|%, which is
assumed to be less than u* by virtue of (32). The new term

= |74 &1/ = |77 & ||* appearing in the final line of (34)
can be expressed as
176 €111 = 10" &1* = (g &1 + 17 &1) " (g &1 — 7" &)
=& Py (35)

where P, = (7jg + ) (7o — 1) T € R**2. It can be verified
that one eigenvalue of P, is always zero, while the other
one is Ao := (g + 7) ' (7jp — 7). Thus, the new term A,
is positive semi-definite as long as Ao > 0. Since we have
I7]] < 51 < |10, as shown in Fig. 2, one can see that the
vector ' — i’ crosses the origin but with Euclidean norm
not greater than the diameter of 2. Therefore, it follows
from basic planar geometry that (7jy + 77,79 — 1) < 7/2 and
A2 > 0. Consequently, P, is positive semi-definite, thus A,
is non-negative.

Finally, to ensure V,@ < 0, we again need to select a, &
and i* to satisfy the restrictions

€ (0,e%), € (0,a"e), " e (0,u"e) (36)

where £* is given by (20) and o/ ;= min {$¢, ¢4}, p/ =

55+ The proof for uniformly boundedness of all signals and
finiteness of the truncated L£o-norm from ¢ to ¢ follows
similar arguments, and thus are omitted. O

Finally, the main result is summarized in next theorem.

Theorem IV.1. Suppose that Assumption II.1 and II.2 hold,
the disturbance rejection problem II.1 is solved by a
switching-based AFC scheme consisting of the controller
(10), the switching logic (28) and the monitoring signals
(30) along with the adaptive law (29), if:
i) The family of candidate controllers is designed such
that the condition (11) is satisfied with

5 e (0,7 (37)

ii) The gains o, € and ji* are chosen to verify (36).

Proof. Consider the same candidate Lyapunov function V.
For each t € [tg,txs+1), K = 0,1,2,---, if the condition i)
and ii) stated above are satisfied, then, referring to Proposi-
tions III.1, IV.1 and IV.2, it can be easily verified that the
time derivative of Vg along the solution of (16) and estimator
(29) satisfies

Vs < =19 (Ilfo\|2+||€1H2+|I§2||2+HZH2+II?79 €1H2) (38)

for some positive constant ry that depends on tuning pa-
rameters. Notice that, (38) holds regardless of the value of
estimate 7(¢). Moreover, all signals involved in Vj are con-
tinuous, hence Vj(tr,—) = Vp(tx). This shows boundedness
of all variables of the closed-loop system (16) for all ¢ > 0.
To show that the output y is regulated to zero, recall the form
of y in (16):

y=1IC—0,)& —ijg & —

Bearing in mind that ||f, || < 7 all the time and I, C/(u) are
constant matrices, one obtains

h 7'27':00 s )||2dr
Anmmd g;é ly(r)|2d

<Z/HHM+%%MWWWWMM)

I'éo +C(p)z
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for some constant r; > 0. In view of (38), it follows that
eS] & tita ry -
| @par <y [ - iar
0 i=0 /ti "o

< LN Wslti) — Valtien) < —V5(0),
To 5 7o

which implies y € Lo. Then referring to (7), (8) and (10),
since éc,, éo, z and y are bounded and piece-wise continuous,
it holds that u, and (, are bounded. Consequently, both CO
and Z are bounded, hence §y € L. Since y € Lo N Lo,
1y € L, by Barbalat’s Lemma, it can be concluded that
y(t) — 0 as t — 0. This completes the proof. O

Remark IV.3. In Theorem IV.1, we prove the convergence of
the output no matter whether the switching stop or not. As
a matter of fact, from (38), it can be concluded that 7, 7jy
is a non-increasing scalar function. Together with the fact
that 7}, 7jp is bounded from below, we know that 7jy(t) has a
limit as ¢ — co. By virtue of the monitoring signal (30) and
the switching logic (28), this indicates that the switching will
ultimately stops. Although, this does not imply that 7(t) — 6
or that ég(oo) is the one closer to the true value 6.

V. ILLUSTRATIVE EXAMPLES

In this section, a simulation study is presented to validate
the proposed methodology.

Example 1. Consider a stable non-minimum phase plant
model described by

& = Ax + Blu(t) — d(t)],
y=Cx

2(0) = (~1,1)7

where A = (‘(1)'2 ) B=( 0)T,c=2 -2).
and disturbance signal d(t) = 2sin(2t — %). Select the
controller gain ¢ = 0.5, the observer gain o« = 0.3, the
adaptive gain v = —0.005, and the switching threshold
h = 0.1. The candidate controller set {C’} is constructed
in a way that the 0; are evenly distributed in ©, as shown in
Figure 3. In this example, we have 21 candidate controllers
in total.

Figure 3 shows the trajectory of estimator 7(t) (blue
line) and the sequence of active candidate controller (red
dashed line with arrow). To show the effectiveness of the
proposed scheme, we initialize the controller with the worst
case scenario where the sign of the components of ég(o) =
n(0) = (—0.76,—0.76) is opposite to the one of the true
value 6* = (0.599,0.947). Figure 4 shows the time history
of model output y, active controller index o and model
estimator 7, respectively. It can be seen that the switching-
based AFC successfully rejects the disturbance within 100
[s] with three switches. We observe that the estimator crosses
the inner circle and eventually converges to a value that is not
equal to the true value, but has the same sign. Accordingly,
the switching also stops, as we expected.

Example 2. Next, we consider a more challenging case
where an abrupt change of model parameters occurs at

3 2 -1 0 1 2 3
x

Fig. 3. Trajectory of 7, location of #* and activated parameter vector 67
for Example 1.
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5

0 20 40 60 80 100 120 140 160 180 200

1 1 1 1 L 1 1
0 20 40 60 80 100 120 140 160 180 200

Fi

=

g. 4. Time-history of system output y, o and 7 for Example 1.

t = 200[s], namely the matrix C changes to (—2 2) at ¢t =
200[s], which leads to a change in the frequency response
from 07 = (0.599,0.947) to 0; = (—0.599, —0.947). The
tuning parameters and setting of candidate controllers are
kept the same as on Example 1. Figures 5 and 6 show that 5
approaches 6 first, which is the same as in Example 1. After
the change of model has taken place, it takes about 150 [s]
for the system to react. Note that this lag depends mainly on
the time constants of the plant. When the unsuitability of the
current controller is detected, the supervisor is engaged, and
7 changes its direction and the estimate converges towards
6;. Finally, after another 200 [s] and four switches, the
supervisor selects a stabilizing controller that achieves the
rejection of the disturbances.

VI. CONCLUDING REMARKS

This paper proposed a novel switching-based AFC to
reject periodic disturbances in the absence of SPR-like
conditions, which are required by the majority of existing
AFC approaches. Boundedness of closed-loop trajectories
asymptotic convergence of the output are proved. Further-
more, compared to previous schemes, the transient behaviour
is significantly improved without increasing the complexity
of the algorithm. Hence, this work lays the basis for solutions
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tackling more complicated disturbance rejection problems
with multi-sinusoidal signals.
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